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Let’s HPC (www.letshpc.org) is an evolving open-access web-based platform to supplement conventional
classroom oriented High Performance Computing (HPC) and Parallel & Distributed Computing (PDC) edu-
cation. This platform has been developed to allow users to learn, evaluate, teach and see the performance
of parallel algorithms from a system’s viewpoint. The Let’s HPC platform’s motivation comes from the
experiences of teaching HPC/PDC courses and it is designed to help streamline the process of analyzing
parallel programs.

At the heart of this platform is a database archiving the performance and execution environment
related data of standard parallel algorithm implementations run on different computing architectures
using different programming environments. The online plotting and analysis tools of our platform can
be combined seamlessly with the database to aid self-learning, teaching, evaluation and discussion of
different HPC related topics, with a particular focus on a holistic system’s perspective. The user can
quantitatively compare and understand the importance of numerous deterministic as well as non-
deterministic factors of both the software and the hardware that impact the performance of parallel
programs. Instructors of HPC/PDC related courses can use the platform’s tools to illustrate the importance
of proper data collection and analysis in understanding factors impacting performance as well as to
encourage peer learning among students. Scripts are provided for automatically collecting performance
related data, which can then be analyzed using the platform’s tools. The platform also allows students to
prepare a standard lab/project report aiding the instructor in uniform evaluation. The platform’s modular
design enables easy inclusion of performance related data from contributors as well as addition of new
features in the future.

This paper summarizes the background and motivation behind the Let’s HPC project, the design
philosophy of the platform, the present capabilities of the platform, as well as the plans for future
developments.

© 2018 Elsevier Inc. All rights reserved.
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1. Introduction

Imparting effective Parallel and Distributed Computing (PDC)
education to undergraduate students within a limited time-frame
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task because it involves teaching both the software as well as
the hardware aspects of High Performance Computing. The main
challenge is to make sure that after successfully completing an
HPC/PDC focused course, a student understands the practicalities
of doing HPC to achieve the maximum possible performance out
of a particular system for a particular problem. This goal can be
achieved only through well designed courses which simultane-
ously provides theoretical knowledge of parallel algorithms along
with a set of well thought out programming assignments to impart
the practical aspects of HPC/PDC. This need for keeping an eye on
the practical aspects is best described by the quotation - “In theory,
there is no difference between theory and practice. But, in practice,
there is.” - attributed to Jan L. A. van de Snepscheut and/or Yogi
Berra.

Most of the efforts towards the development of curricula in
PDC for undergraduate courses and fostering HPC education have
been supplemented by educators in the form of sample lectures,
tutorials, modules, books, software, recommended assignments,
sample exercises, problem sets etc. [14,24,33,37,40,42,49]. These
initiatives are primarily focused on the important areas of algo-
rithm design, programming and computer architecture, and aid in
introducing key parallelism concepts such as concurrency, depen-
dency, tasks, threads, problem decomposition, data parallelism,
recursion, synchronization, race conditions, resource sharing etc.
to undergraduates [22,38]. These efforts have significantly helped
in popularizing PDC education at undergraduate level throughout
the world. However, classroom based teaching that focuses mainly
on theoretical aspects and book based concepts is not enough to
fully convey the intricacies of HPC/PDC to students.

Theory of parallel algorithm design or theory of parallel com-
puting is based on abstract concepts of time and memory which
may ignore real life constraints for simplicity, and therefore not
take into account non-deterministic and hardware factors [42,51].
The performance of a computer program depends on a wide range
of factors like the nature of the algorithm, the machine (several
hardware factors), compiler optimizations, the runtime environ-
ment, the input, the measurement methodology etc. and their
mutual interaction [ 13,35,48]. These system dependent aspects are
difficult to impart from a pedagogical point of view using solely
lectures and material from books [4,36,39]. Even if one perfectly
understands the behavior of a program and the properties of the
targeted hardware system, one cannot confidently predict the
behavior of the program on the system without actually evalu-
ating the program in the given software environment-hardware
setting. For example, theoretical concepts like Amdahl’s law put
a linear limit on the speedup, while certain implementations can
achieve superlinear speedups due to factors like optimal cache
utilization [3,26,27,35]. Therefore, there is a clear gap between the-
oretical learning, implementation, and understanding/analyzing
the effect of non-deterministic factors on the performance of a
program. A well-rounded PDC education should provide students
with the required theoretical knowledge and at the same time
help them deal with the various system dependent factors. It is
important for a student to understand the HPC concepts from a
system'’s perspective (as mentioned above, taking into account all
of the behaviors of a system as a whole) because systems are
in general non-terminating and non-deterministic, whereas the
behavior of algorithms is terminating, deterministic and platform-
independent [46].

Further efforts and new methodologies are required to educate
competent undergraduate students to learn parallel programming
from the whole system’s perspective. We require effective student-
centric tools and resources to help students in understanding how
all components of the complex HPC ecosystem interact and func-
tion. There have been efforts in addressing these issues but they all
tend to focus on a subset of the HPC ecosystem rather than provid-
ing students with a holistic perspective. For example, some of the

recent efforts include works oriented towards providing students
with better, more intuitive execution environments [16,25,34],
libraries [17,23], interfaces [18], and simulators [7,53] for parallel
and distributed programming. Other works focus on simplifying
and explaining parallel computation [8,45] and concurrency [9,41]
concepts to students. There have also been productivity oriented
works, that aid students and instructors in the submission and
evaluation of HPC programs [21,32,44,47]. While these are all im-
portant and useful, they have been made to address some specific
issue, and none looks at the HPC ecosystem from the system'’s per-
spective. To the best of our knowledge, the web-based platform of
Let’s HPC is the first that provides tools for data-collection, plotting
and analysis of performance of PDC programs while focusing on
providing users with the whole system’s perspective.

The need for resources that aid the process of analysis from
a system perspective has been observed while imparting courses
on HPC and Parallel Programming at our institute. It has been re-
ported that evaluation in HPC/Parallel Programming courses need
to focus on lab assignments and projects as much as on conven-
tional exams that test students’ theoretical understanding [ 10]. Lab
assignments and projects are natural mechanisms for evaluation
that allow students to analyze and realize the impact of various
hardware/software/programming environment factors (system'’s
perspective) on the performance of their own code. However,
based on our experience, properly analyzing performance and
learning to improve parallel implementations requires students to
do tedious and mundane work (e.g. data collection and plotting)
that does not directly contribute to HPC/PDC knowledge.

Our web-based platform (www.letshpc.org) aims to address
these difficulties using an array of tools that streamline the process
of analysis starting with automatic execution of parallel code,
collection of required performance data, online plotting and anal-
ysis tools that help users to better understand various aspects
impacting performance from the whole system viewpoint [30,50].
Our tool has been designed in a modular manner that allows
addition of more advanced analysis tools and to improve existing
tools without disturbing the platform’s usage. While the Let’s HPC
platform has been built keeping in mind all the stakeholders in
the HPC community, it has been motivated for streamlining the
pedagogical process of HPC/PDC and hence is particularly useful
for HPC course instructors and students. At present, we expect that
a user has acquired a basic understanding of parallel algorithm
design and can do some amount of “thinking in parallel”, before
the user starts using the tool.

The rest of this paper is structured as follows: Section 2 briefly
describes our experiences of integrating PDC topics into our under-
graduate curriculum and how that motivated the development of
the Let’s HPC platform. Section 3 describes the design philosophy of
the Let’s HPC platform and details how it can be useful for various
stakeholders in the HPC community. Section 4 gives an overview of
the website, the internal structure of the platform and the analysis
tools. In Section 5 we demonstrate the platform’s usefulness in
performance analysis of problems using example case studies.
The important findings regarding the effectiveness of the platform
based on our course evaluation survey and user experiences are
presented in Section 6. Section 7 summarizes all the features of the
Let’s HPC platform, and finally, Section 8 has concluding remarks
including the current status, ongoing work and the future plans for
the Let’s HPC project.

2. Background and motivation

As an Early Adopter of the NSF/IEEE-TCPP curriculum initiative
on Parallel and Distributed Computing [37], we have undertaken
a long term multi-year effort to integrate PDC topics into core
and elective courses throughout the undergraduate programs in
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ICT (Information and Communication Technology) and ICT with
minor in CS (Computational Science) at DA-IICT, India. ICT and CS
focused undergraduate programs at DA-IICT have been thought-
fully designed to integrate disciplines such as Computer Science,
Electronics & Communication, Information Technology, Natural
Sciences, Humanities and Design, making it quite broad in scope.
Therefore ICT/CS graduates have certain performance capabilities
not found in conventional graduates from any of the individual
disciplines.

During the first two years (semesters I-IV) of the undergrad-
uate programs at DA-IICT, students have to take core courses in
Programming, Calculus, Discrete Mathematics, Algebraic Struc-
tures, Computer Architecture and Organization, Object-Oriented
Programming, Data Structures, Signals & Systems, Probability &
Statistics, Algorithms, Systems Software, and various courses in
Communication and Electronics. These courses provide a broad
foundation and are helpful prerequisites to understand PDC topics
as well as its applications. The course contents of most of the above
mentioned courses are inline with the ACM Computer Science
Curriculum guidelines [28] and several of these courses have sig-
nificant lab components; however, the syllabi are focused on single
processor and sequential programming. Since these technological
courses are introduced from the very first semester, the students
quickly gain the necessary background to specialize and explore
specific sub-areas in the later part of the program via elective
courses. Keeping in mind future technological shifts and to encour-
age the scope of specializing into specific sub-areas such as PDC, as
a first step we introduced an elective course titled Introduction to
GPU Programming (IT477) for B.Tech (ICT) students (Semester VII)
in 2014. Next year, in 2015, we introduced a core course titled High
Performance Computing (CS301) for the students (Semester V) of the
B.Tech (Hons. in ICT with minor in CS) program.

In the following subsections, we briefly describe the design &
implementation strategy of our PDC courses (particularly the core
course CS301). This provides the background for some important
findings as well as experiences gained after teaching the course
consecutively for two years. The difficulties faced, and the lack
of tools or resources present to address them inspired the devel-
opment of an in-house platform to supplement teaching of HPC
courses at our institute. The general nature of our findings and
the difficulties faced provided motivation for the Let’s HPC project,
which we have designed in a general manner, as discussed in
Section 3.

2.1. Course design and implementation

Before designing and finalizing the course contents of our PDC
focused courses, we did an extensive study of the available lit-
erature on guidelines and strategies for integrating parallelism
into CS undergraduate curriculum [1,11,12,15,37]. This helped us
in understanding what are the most important HPC skills a stu-
dent should learn at an undergraduate level, and the possible
ways to provide opportunities to “think in parallel” by giving
adequate lab assignments and projects. However, the limitation
of including only one core course on PDC in the undergraduate
curriculum made us realize that the best strategy is to tailor the
course contents/implementation according to the background of
the students.

Our main objectives from such a course are two-fold. First, to
provide sufficient practical exposure in HPC and hands on de-
velopment experience to students in order to strengthen their
design and implementation skills. Second, to equip students to
understand and analyze the performance of their parallel codes
from a system’s perspective. With these primary objectives in
mind, the course categorizes [ 1,31] the major application areas and
important parallel patterns (algorithms) from the domains of CS

and ICT. Case studies in lectures and lab assignments are designed
in a way which gives enough scope to the students to understand
the concepts in more details. The most important parallel pro-
gramming concepts necessary to implement these algorithms are
covered early on. This enables students to start working on their
own implementations and analyzing their performance as early as
possible.

CS301 is a core course offered to a batch of 60 CS students
in Semester V and consists of 3 h of lectures and 3 h of lab
per week (Bloom levels for this course [37]: K/C/A). The course
covers parallel computing of both shared memory and distributed
memory nature, using OpenMP and MPI respectively. A module
driven approach [14] is taken for this course, dividing the course
into five important modules with each module consisting of about
7 lectures. These modules are focused on - (i) Modern Processors,
parallel computers and basic optimization techniques, (ii) Design
of Parallel Algorithms, (iii) Shared Memory parallel computing
with OpenMP, (iv) Performance Analysis and (V) Distributed mem-
ory parallel programming with MPIL.

The lectures in these modules and the corresponding lab as-
signments are designed and delivered in such a way that stu-
dents acquire the ability to “think in parallel” starting at the
hardware level, building up via parallel algorithms to various soft-
ware environments. The first half of the course covers concepts
and skills comprising the thinking in parallel mindset towards
problems that is required to implement an optimized parallel
algorithm/code. The second half of the course focuses more on
case-studies, assignments & team projects from different areas of
Computational Science and ICT. The fundamental idea is to teach
the basic theoretical principles of parallel computing by actively
writing codes/programs using well known case studies and exam-
ples as found in books [4,22,36,38-40,42] and material available
from the internet [24,33]. The systems perspective is achieved by
requiring rigorous performance analysis of these codes executed
on HPC machines.

The HPC course CS301 is offered at such a stage of the program
(after semester IV) when students have good understanding of
programming, algorithms, software development environments as
well as computer architecture, and are already skilled in UNIX shell
scripting, using remote shell access, secure file transfer, building
using Makefile, handling libraries etc., which makes it easy to
teach the technical aspects very quickly and introduce parallel-
programming/ code-optimization based lab assignments from the
second week itself. This allows the course to expose the students to
more case studies and lab assignments giving them more practical
experience of programming and analyzing performance in the
HPC/PDC paradigm.

In the lab, the students are provided with desktops each
equipped with Quad core high-end Intel processor and neces-
sary open-source software/libraries for parallel programming and
analysis. In addition to this, we have also installed a HPC cluster
facility at DA-IICT having 5 nodes each having 16 cores (total 80
CPU cores, 400 GB RAM) with an InfiniBand interconnect/ switch.
Students mainly use this facility for MPI-based implementations.
More details about the integration of PDC in ICT/CS curriculum
along with a schematic of the course design strategy can be found
in[10].

2.2. Evaluation

A continuous and comprehensive student evaluation strategy
consisting of exams, assignments, projects and oral presentations
provide very good feedback on how well the students have grasped
the PDC/ HPC concepts and also help in assessing the teaching
methodology. Compulsory projects drive student interest in re-
search related applications and motivate students for some of the
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Table 1

Selected questions from the two course evaluation surveys, weighted average of responses
(10-point scale), percentage of favorable responses (>6).

How familiar are you about High Performance Computing concepts? 198 2.1
(Survey-1)

How familiar are you about High Performance Computing concepts? 7.78 849
(Survey-2)

How much did you consider the impact of the architecture of the 483 417
computer on the performance of your programs? (Survey-1)

How much did you consider the impact of the architecture of the 836 887
computer on the performance of your programs? (Survey-2)

How much did you consider the impact of the memory hierarchy 4.8 41.8
related factors of the computer on the performance of your programs?

(Survey-1)

How much did you consider the impact of the memory hierarchy 826 86.8
related factors of the computer on the performance of your programs?

(Survey-2)

How good an idea do you have about the project topic that you are 365 167

going to do as part of your course project? (Survey-1)

How good an idea have you got about HPC from the course project that  8.07  88.8

you did? (Survey-2)

advanced topics. The evaluation is based on 2 mid-semester exams
(60%), and lab assignments & final project (40%). The heavy focus
on practical programming helps towards achieving the system’s
perspective and strengthens students’ design and implementation
skills.

2.3. Student projects

After 30 lecture sessions (10 weeks) and completion of 10
lab sessions (three-hour each), students are required to propose
a PDC focused one month project of their choice which they
implement in a team of two (teams must choose distinct top-
ics). A project comprises of understanding the algorithm, writing
serial and parallel implementations, followed by theoretical as
well practical performance analysis. A project report and a short
oral presentation of the work contributes towards the student’s
evaluation in the course. From Autumn 2017, we introduced a 2%
credit towards their final grade by asking relevant questions in
the presentations. This token incentive (2% towards final grade)
significantly improved the student participation, and class inter-
action during the project presentations. The students looked at the
results being presented critically, analyzing the presentation con-
tent (algorithm, pseudo-codes, data, plots) closely while putting
forward their questions. Working in teams builds teamwork and
these presentations (along with the Q & A session) help in peer
learning. From a course instructor’s point of view, project reports,
oral presentations and the quality of Q & A session give a fair
idea about the comprehension ability of the students and their
understanding of PDC concepts. Depending on the diversity and
breadth of the proposed projects, the students also get an oppor-
tunity to learn about different domains from their peers and get
some exposure to research. A sample of reports of the projects
successfully executed by the students of Autumn-2017 batch can
be found under the “Repository” section of the Let’s HPC platform
(www.letshpc.org).

2.4. Course evaluation by students

Course evaluation through student feedback is very important
in assessing the course outcome and determining to what ex-
tent the desired course objectives have been achieved. Student
responses to well thought-out course specific questions helps
in refining the curriculum, fine-tuning the focus of lectures and
assignments, improving the effectiveness of course delivery as
well as addressing student’s needs and difficulties. We conducted

two surveys in the CS301 course in the Autumn semester (July-
November) 2017: one at the beginning of the course (Survey-1,
during second week) and one at the end of the course (Survey-2,
14th (last) week). Around 50 students participated in the survey,
responding to a set of 15 questions, revolving around different
course aspects. An integer scale of 1 (negative/less/lower) to 10
(positive/high/greater) was used and we present some statistics
related to some of the relevant questions from both surveys in Ta-
ble 1; the second column is the weighted average of the responses
(10-point scale) and the third column contains the percentage of
responses that were at least 6, which we call the percentage of
favorable responses. The full response data can be found in Table 6
in Appendix A.

The change in the responses from unfavorable to favorable
clearly illustrate that the understanding of HPC concepts increased
due to the course. In particular, the questions about architecture
and memory hierarchy show that students realized the importance
of the system components towards the end of the course. These
course evaluation results provide justification for the design and
implementation of the course.

2.5. Success stories

The success that students have achieved in international con-
ferences provide further justification of the course design & im-
plementation strategy. The students of the CS301 course were
encouraged to do research work in the area of PDC/HPC and par-
ticipate in various conferences to present their work. Students
interested in research were able to perform commendably based
on exposure to just one course. It is very encouraging to report
about the following performances and achievements of the stu-
dents from DA-IICT in the International Conference for High Perfor-
mance Computing, Networking, Storage and Analysis (SC17; http:
|/supercomputing.org/) and IEEE International Conference on High
Performance Computing, Data, and Analytics (HiPC 2017, 2016
and 2015; www.hipc.org). Most of the following students received
student travel grants to attend the conference to present their
work, giving them exposure in the area of HPC. Name of students
are mentioned in italics in the following list.

1. Research Poster titled “Parallelization of the Particle-In-Cell
Monte Carlo Collision Algorithm (PIC-MCC) for Plasma Sim-
ulation on Intel MIC Xeon Phi Architecture” authored by Ke-
val Shah, Anusha Phadnis, Miral Shah and Bhaskar Chaudhury
got accepted for publication in SC17 Conference, USA, 2017.
[Four reviews per submission, acceptance rate ~ 58% (98
accepted out of 169 submissions)]
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2. Paper titled “A Novel Implementation of 2D3V Particle-In-
Cell (PIC) Algorithm for Kepler GPU Architectures” authored
by Harshil Shah, Siddharth Kamaria, Riddhesh Markandeya,
Miral Shah and Bhaskar Chaudhury got accepted for publica-
tion in HiPC 2017 Proceedings, 24th HiPC, India, 2016. [Four
reviews per submission, acceptance rate ~ 22% (42 accepted
out of 184 submissions)]

3. Paper titled “Accelerated Fluid Simulation of Low Tempera-
ture Plasmas on Intel Xeon Phi MIC Architecture” authored
by Henil Shah, Anurag Gupta, Saumya Bhadani and Bhaskar
Chaudhury got accepted in HiPC Student Research Sympo-
sium, India, 2016. [Three reviews per submission, typical
acceptance rate ~ 60% (34 accepted out of 57 submissions)]

4. Yashwant Keswani and Akshar Varma secured second place in
Student Parallel Programming Challenge supported by Intel
and NVIDIA at 23rd HiPC, India, 2016.

5. Keval Shah, Abhi Shah and Parshwa Shah secured third place
in Student Parallel Programming Challenge supported by
Intel and NVIDIA at 23rd HiPC, India, 2016.

6. Shaleen Kumar Gupta, Sishtla Chaitanya Prasad, Visharad
Bansal secured third place in Student Parallel Programming
Challenge supported by Intel and NVIDIA at 22nd HiPC,
India, 2015.

7. Henil Shah, Anurag Gupta, Saumya Bhadani and Bhaskar
Chaudhury received the Best Poster Award (SRS) at the 23rd
HiPC, India, 2016.

8. Keval Shah got accepted into the SC17 Experiencing HPC for
Undergraduates Program and presented a research poster at
SC Conference, Denver, USA, 2017.

2.6. Experiences and student feedback

Student feedback via surveys (formal and informal), as well as
experience of the instructor and teaching assistants provided a
very illustrative subjective assessment of the teaching methodol-
ogy and students’ learning perspectives. Summary of the important
lessons learned are as follows:

1. Students need to learn and understand the importance of
system’s perspective in HPC.

2. Students face difficulties in co-relating all the deterministic
and non-deterministic factors which affect performance.

3. Students face difficulty in data collection for proper perfor-
mance analysis as well as in presentation of their results.

4. Requirement of Teaching Assistants (TAs) in the Lab who
have good technical background in HPC and can guide stu-
dents on the above mentioned aspects.

5. Allowing more time for project presentations and including
question/answer sessions involving students, TAs and the
instructor helps in peer learning.

6. Student get very limited opportunity for self-evaluation
while completing the assignments, as well as for peer learn-
ing post assignments.

7. A lot of time that is spent in preparing reports for assign-
ments and projects, does not actively contribute to students’
HPC/PDC knowledge.

8. Additional lab time for more practice via access to a com-
putational cluster during the weekdays and weekends pro-
vides more learning opportunities.

9. Students have access to only a limited variety of hardware
architectures where the parallel codes can be executed.

10. Instructor and TAs face difficulties in evaluation of assign-
ments and projects due to lack of uniformity.

The Let’s HPC project was motivated by the aim of addressing as
many of the above issues as possible. During the Autumn Semester
of 2016, offline scripts were made to address some of these issues
and used for the lab evaluation of the CS301-High Performance
Computing Course at DA-IICT. The offline scripts used for the lab
evaluation became the precursor of the tools provided by the Let’s
HPC platform, and the ongoing project is evolving to accommodate
more advanced and user-friendly analysis tools which provide a
better system’s viewpoint to users.

3. Design philosophy of the Let’s HPC Platform

The design of the Let’s HPC platform has been made on the basis
of two major guiding principles:

1. Build web-based tools that ease and streamline the process
of analyzing the performance of a parallel program from a
system’s perspective [46] and thereby help all stakeholders
in the HPC/Parallel Programming community to understand
the barriers to higher performance.

2. Keep the design modular to allow easy storage, access,
exchange and manipulation of data, and addition of more
analysis tools without disturbing the platform.

Keeping in mind a need for a benchmark-like database for
students to learn and for instructors to use to guide students, the
central part of our platform is an archival database that contains
all the necessary data from a given computational experiment to
study performance on the basis of the software (problem solving
approach, serial and parallel code) used and the execution envi-
ronment (machine, OS, compiler, parallel framework etc.) used in
the experiment.

Each of the tools interact with the database and use the data
to construct plots that can be used to analyze performance. The
tools have been designed in a way as to benefit instructors, stu-
dents, self-learners and independent researchers in the learning
and teaching of HPC. Used together these tools can make the study
of HPC as smooth as possible, allowing students and instructors to
focus on the important parts by removing mundane tasks such as
generating plots and compiling a report of analysis. This should
help in providing more time to the students to focus on improv-
ing their codes and their understanding rather than on tasks not
directly adding to their HPC/PDC knowledge.

The four major components of the Let’s HPC platform, schemat-
ically shown in Fig. 1, are as follows:

e The archival database contains software and hardware de-
tails of HPC experiments for various problems, approach,
machines combinations which will act as a benchmark for
the HPC community to study and teach from. Analogous
to the theory contained in textbooks, this will contain the
performance data (as detailed in Section 4.1) which can
be analyzed to throw light on the effect of various (non-
deterministic) factors that are difficult to quantify in theory.

e Analyze Benchmark Data (comparison tool) provides plot-
ting features [20] that allow users to analyze and compare
the data from various benchmark experiments that have
been contributed by members of the HPC community. This
is useful when users want to analyze, compare, or learn from
the performance that others have achieved using various
implementation approaches on various machines and pro-
gramming environments.

e Analyze custom data: A tool that allows anyone in the HPC
community to analyze their own data. This is useful when
users want to analyze results that they achieved using their
own implementation-machine-environment combination
using the plotting and analysis tools available on our plat-
form.
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Fig. 1. Schematic of the conceptual design of the Let’s HPC platform illustrating
how the components interact with stakeholders of the HPC education community
(platform users) and with important HPC/parallel programming concepts.

e Areport generator mainly aimed at students which allows
them to upload their data and answer a basic list of well
thought-out questions based on the plots that are generated
automatically. This gives a uniform report that facilitates
evaluation of labs/projects by instructors. It is also useful as
a starting point for anyone who needs an HPC related report.

In the following subsections, we provide a brief review of the
tools of our platform from the perspective of three major stake-
holders (the instructor, the student, and the self-learner) in the
HPC community that we perceive will benefit the most from this
framework.

3.1. Course instructors

The primary mechanism for course instructors to use the Let’s
HPC platform is via the archival database containing data from
numerous problems and solutions approaches. These can be used
to supplement the theoretical knowledge that students receive
with analysis of performance of various approaches and machine
factors. These would provide students with example analysis that
they can easily grasp and replicate during their own work. The
platform also contains a comparison tool which allows users to
upload and compare their custom data with any of the existing
data available in the database. This provides an additional means
by which instructors can teach students; instructors can use this
to showcase how certain factors can affect performance using real
examples that would be difficult to showcase using theory and
textbook knowledge alone. Our tools’ focus on analysis ensures
that students quickly realize the importance of all the factors that
impact the overall performance. Section 5 contains an example of
how users could use the platform’s archival database (and similarly
the comparison tool) to study and analyze the performance of
problems in an HPC setting.

The use of these two tools are analogous to how in more
theoretical courses, textbooks can first be used to teach a concept
and later examples can be solved to show how those concepts are
used. Together these provide the means for instructors to provide

students with an overall understanding of concepts in a manner
similar to that available in more theoretical courses without losing
the focus on the practical side of HPC.

Apart from bridging the theory-practice divide, one of the ma-
jor difficulties faced by HPC course instructors is in the evaluation
of students. HPC courses need to focus on practical aspects, in a
manner which is different from a normal algorithm/programming
course. HPC lab assignments are not as straightforward as other
programming assignments; there is not necessarily any “single
correct answer”. From a pedagogical point of view, the focus is
on understanding the reason for the performance achieved rather
than on merely achieving optimal performance. An HPC course
needs to be lab/project oriented and in such cases instructors need
a method to evaluate the students. A simple and common solution
comes in the form of a report to be submitted by the students
containing their understanding and analysis of the results. Our
platform’s report generator (see Section 4.3) is an apt tool for
such cases. The systematic manner in which questions have been
divided into sections allows for the compilation of a proper, concise
report which helps instructors to do a uniform evaluation.

3.2. Students

Students need to realize the importance of acquiring a holis-
tic view of the system while learning parallel programming and
they need resources via which they can learn how system factors
beyond the code, such as the hardware and the programming
environment play a role in performance. Generally students have
access to only a couple of computing systems in the lab sessions of
HPC courses, and even those may have similar configurations. Sim-
ilarly, their lab assignments/projects may be restricted to merely
focusing on getting correct answers and on the implementation
approach due to a lack of resources as well as time. Our archival
database provides students with an opportunity to analyze the
performance of various HPC systems, from hardware differences
to the effect of the programming environment. The platform also
provides an opportunity for students to analyze and compare the
performance of their implementations to those of others; this
can happen at a course level or on a global level with students
first learning from their peers and then from others in the HPC
community. This will help students in easily learning more than
one approach to parallelize a problem and also motivate them in
improving the performance of their code.

From the point of view of students, making a polished report
requires a lot of effort starting from measuring execution times,
performing statistical pre-processing, generating plots, and finally
performing various kinds of analyses to understand why a given
performance is being achieved. Combined with the automated
data collection scripts (see Section 5.1) our platform’s “Report
Generator” tool automates much of this process for students. Apart
from automating mundane tasks and aiding in making reports, our
tool brings to notice many minor points of analysis that students
may miss out on. This ability to look at the whole system and being
consciously aware of the fact that each component can impact
performance can help in writing codes more attuned to the system.

3.3. Self-learners

Users who already have the required background to study
HPC/PDC and having access to decent computational resources will
find our framework quite useful to study HPC on their own. Our
platform supplements theoretical, book-based knowledge very
well and can act as a “textbook” to study non-deterministic factors.
The available tools aid self-learners to get rid of mundane tasks and
focus on understanding HPC from the whole system’s perspective.

Apart from these stakeholders, independent researchers can
also find use for the platform as a repository for benchmarked data,
to contribute their own data and as a forum for discussion with
other HPC educators/researchers.
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4. Overview of the website and tools

Let’s HPC has been developed using the standard MEAN stack
web framework [52]. The MEAN (MongoDB, Express]S, Angular,
Node) stack allows for modularity in the structure of the whole
platform from back-end to front-end. Each piece works inde-
pendently, with Node-MongoDB-Express forming the server side
framework to serve database requests and Angular forming the
client side scripting framework. Being a popular choice for many
developer communities, the open source technologies used in the
MEAN stack are continuously maintained and upgraded by their
respective communities. This also implies that regular upgrading
and addition of new features to the platform is fairly straightfor-
ward.

The plotting and analysis tools all use values present! in
the database depending on the user’s access permissions. Let’s
HPC’s archival database is conceptually structured into different
databases based on access permissions of users. The conceptual
division based on access permissions are:

e Public benchmark data accessible to everyone, even without
an account. These would contain data that has been curated
and made public by various contributors.

e Data of courses accessible to course instructors of registered
institutes. Each batch of students may have (conceptually)
different databases and the instructor would have access to
and control over all of this data, with the ability to make data
of a given assignment public as and when they want to.

e Databelonging to students registered in courses but not cor-
responding to course assignments, such as an extra projects
taken up by the student. Students can directly upload their
data and analyze it using the tools provided, even share it
with peers and learn via discussions.

e Private data of individual contributors, only accessible to
them. This will primarily be data pertaining to unpublished,
ongoing research; collaboration among contributors would
also be possible in this setting.

In Section 4.1, we provide details of the nature of the data that is
stored in the database and how it is useful for analysis. Section 4.2
illustrates how we set filters for accessing data from the database
and Section 4.3 discusses the report generator tool.

4.1. Nature of collected data

Inspired by the work presented in [6], we have arranged the
algorithms in our database in separate categories, and the prob-
lems in a particular category share good amount of similarity in
computation and data movement. However, unlike [6], we do not
intend to keep the number of categories fixed. Each problem is cat-
egorized into broad problem categories (examples in Table 2; cat-
egories and problems within any category can be added/removed).
Further, we store data about each machine’s hardware (proces-
sor version, number of cores, cache sizes, clock speed, etc.) and
the software/programming environment (OS, compiler, parallel
libraries, API etc.) that is used for executing a particular problem.
In addition to this, various theoretical details of the problem such
as an algorithmic description of implementation approach used,
the theoretical asymptotic computational complexity of serial and
parallel codes etc. are stored in the database. All of this meta
data provides the required background to start the analysis of a
problem.

For each machine-implementation approach-programming
environment combination, the serial and parallel versions of the

1 Currently, the user module is under beta testing within our institute and
therefore, only the public data has been made available.

Table 2
Illustrative set of categories and sample problems.
Category Problems
Vector Dot Product

Linear Algebra Matrix Multiplication

Array Sum
Reduction, Scan, Sort Scan
Quicksort

Grayscale conversion
Median filtering

Image Processing

Monte Carlo

Divide and Conquer Pi using Series Sum

code are run multiple times for a range of problem sizes and data
of execution times is collected. Two kinds of time data have been
collected which allow us to understand how costly 1/O operations
and other pre/post-processing is in any given problem.

e Algorithmic (ALG) time: This includes only the time for the
core algorithm (memory access and operations), and does
not include any time for the I/O part or other pre-processing.

e End-to-end (E2E) time: This counts the entire run-time of
the program. In addition to ALG time, this includes the time
taken for I/O (reading the input test-case files and writing
the output data files as well) as well as any other pre/post-
processing that is not a part of the core algorithm.

We run codes multiple times to allow later statistical pro-
cessing, which allows us to not only use the mean of the raw
data but also provides information about the variability® of the
results and thus the nature of non-deterministic factors affecting
the performance for that particular combination of machine and
implementation. Based on this data we can then proceed to plot
execution times (both ALG and E2E times), the relative speedup,’
the efficiency, and the Karp-Flatt metric [2]; and these plots can be
of statistics like the mean, median, standard deviation or range of
all the runs [48].

The hardware specifications and OS, compiler versions are also
collected. In our case, we used the following commands:

e cat /proc/cpuinfo (CPU)
e lscpu(CPU)

e uname -a (0S)

e gcc —-version (Compiler)

All of the available plots, hardware specifications and
OS/Compiler versions form the basis for preliminary and basic
analysis of any parallel code and reveal a lot about the machine, the
implementation approach, and the programming environment.

However this data is not fully sufficient to perform an analy-
sis from a whole system'’s perspective, there are numerous non-
deterministic factors regarding which we have no quantifiable
data. Collecting only the execution times of codes leaves out a
lot of information regarding many software-hardware interaction
related factors, making analysis based on those factors difficult.
We address this issue by also collecting data regarding various
software-hardware interaction related parameters which quantify
how they affect performance.

4.1.1. Collecting perf data

The Let’s HPC framework uses the perf utility.* to collect data
regarding software-hardware interaction related parameters us-
ing hardware counters, which is then presented to users similar to

2 Based on suggestions in [48].

3 The relative speedup S = Ts/T,, where T, is the time for parallel code and Ty is
the time for serial code using the same approach on the same machine.

4 https://perf.wiki.kernel.org/index.php/Main_Page.
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Table 3

Software-hardware interaction related parameters calculated using perf.

Cycles

The number of cycles taken to execute a program.

Instructions

The number of instructions executed in a program.

Bus cycles

A count of the bus cycles occurring during the execution of a program.

Branches

The number of branches in the execution of a program.

Branch misses

The number of branch misses in the execution of a program.

Context switches

The number of context switches in the execution of a program.

CPU migrations

The number of CPU migrations in the execution of a program.

Page faults

The number of page faults in the execution of a program.

Cache references

A count of the cache-references occurring during the execution of a
program.

Cache misses

Account of the cache-misses occurring during the execution of a
program.

L1 data cache loads

A count of the L1 data cache loads occurring during the execution of a
program.

L1 data cache load misses

A count of the L1 data cache load misses occurring during the
execution of a program.

L1 data cache stores

A count of the L1 data cache stores occurring during the execution of a
program.

LLC loads

A count of the Last Level Cache loads occurring during the execution of
a program.

LLC load misses

A count of the Last Level Cache load misses occurring during the
execution of a program.

LLC stores

A count of the Last Level Cache stores occurring during the execution
of a program.

LLC Prefetches

A count of the Last Level Cache Prefetches occurring during the
execution of a program.

dTLB loads

A count of the data translation lookaside buffer loads occurring during
the execution of a program.

dTLB load misses

A count of the data translation lookaside buffer load misses occurring
during the execution of a program.

dTLB prefetch misses

A count of the data translation lookaside buffer prefetch misses
occurring during the execution of a program.

how the execution times (and derived metrics) are presented. This
allow the users to analyze problems based on these parameters
and this combined data (execution times and software-hardware
interaction parameters) improves the analysis, making it more
comprehensive by enabling users to back up their analysis with
data related to the whole system especially how the code imple-
mentation interacts with the hardware resources available. The
particular parameters calculated by perf are listed out in Table 3.

The parameters that perf calculates all directly affect the ex-
ecution time of a program and hence the performance of parallel
implementations. An approach may outperform another approach
because, say one of them has less number of cache-misses. Having
this data allows users to identify hardware resource use related
issues in their implementation and improve it. When machines are
being compared, these parameters can be easily used to identify
the difference in the performance due to the hardware and thereby
highlight the importance of considering the architecture while
writing HPC programs.

As discussed earlier, any HPC system/model consists of 3 impor-
tant blocks, namely the system hardware, the algorithm (specific
implementation) and the programming environment. The perf
data we have collected combines very well with the time related
data to provide a holistic picture of any such HPC system and allow
users to perform analysis from the whole system'’s perspective as
we illustrate in Section 5.

Each of these blocks and their component parts have to be
analyzed by segregating relevant components which affect the
performance, and studying each of them as well as the correlation
among them. We now discuss how this segregation has been
naturally designed into our platform.

4.2. Data filtering process

Our platform’s plotting and analysis tools get data for compari-
son from the database using a flexible filtering process that can be
expanded with additional features and provides opportunities to
compare a wide variety of factors that make up the HPC system.
Fig. 2 contains a conceptual schematic that describes the flow of
the tool when users filter data according to their requirements. A
screenshot of how that is implemented on the platform is available
in Fig. 3.

The user first selects a category of problems and a problem
belonging to that category. Along with this, shared, distributed
or heterogeneous architecture is selected. For the case study in
Section 5, we would select “Linear Algebra” and “Matrix Multipli-
cation” along with “Shared memory system”.

The website then fetches data from the database and provides
three options (compare either approaches, or machines or pro-
gramming environments) for the primary basis of comparison.
The user makes a choice here; in the example in Section 5 we
illustrate using both “Approaches” and “Machines”. Whichever
basis is chosen, multiple instances can be chosen that the user
wants to compare (for comparing “Approaches”, users can select
from many matrix multiplication approaches). The platform then
provides a list of the remaining options in each of the remaining
bases (users choose one each from available machines and pro-
gramming environments for which the database has data for the
selected approaches). The user selects one instance from each and
data is fetched for all the problem sizes. The user can then proceed
to adjust the plot settings according to their preference and study
the plots. Users can also download the plots and include them in
the report generator.
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Choose a category Data Filtering Schematic
Shared or Distributed
Choose a problem

Get available options

Platform fetches
from database

Choose primary basis
of comparison

Approach Machlne Envn"onment]

Choose multiple instances
from chosen basis

[Remamlng basis 1 Remammg basis 2}

Choose one instance from
both remaining bases
one-by-one

Only remaining basis

Data is fetched for
Fetch data all problem sizes

Number of Processors

Adjust plot settings
according to need

Linear/Log scales
Mean/Median/Range/Standard Deviation
Execution Time/Speedup/Efficiency/Karp-Flatt/perf data
J

\ J

Fig. 2. Schematic explaining how the data filtering process works in the Let’s HPC
platform.

One salient aspect of our platform is the customizability of the
options and settings of our tools. The plots that we provide can
contain the mean, median, standard deviation and range of the
data. The scales of the axes can be changed as needed between
logarithmic and linear. And these customizations can be done for
any of the metrics that are available, be it time, speedup, or any

Let's HPC Home

parameter calculated by perf. Further, depending on the metric
(or otherwise) the minimum and maximum values on the axes can
be set according to preference to zoom the plot to a desired portion.
Thus, our platform allows ample customization options for the user
to be chosen and used as required.

4.3. Report generator

As we have already discussed in Section 3.2, students need a
mechanism to quickly and efficiently make reports based on their
analysis that instructors can evaluate uniformly and easily. The
report generator part of our platform has questions designed to
significantly ease this process for students. Table 4 contains the
broad idea of the division of questions in the report generator into
various sections and a short description of the kind of questions.
It allows students to upload their results, get plots automatically
generated and a set of questions which students answer on the
basis of their analysis. They get a . tex file along with the required
plots that they can then modify as required and compile to get a
PDF report. It forms the last step in the chain of any HPC analysis,
and our platform automates all aspects starting with compiling and
running of the codes and collecting performance data automat-
ically to uploading execution results and finally getting a report
containing the analysis.

5. How to use Let’s HPC tools and case studies

In this section we discuss how the platform can be used and
illustrate how various stakeholders are benefited from the use of
the Let’s HPC platform. We go through the normal workflow that
someone working on an HPC/PDC problem would follow while
using this platform. We have taken the matrix multiplication
problem from Linear Algebra category for this illustration. The
usage of the platform tools begin once the user has written the
serial and parallel codes and ends in the analyses of various aspects
that affect performance.

Analysis Tools ~ Report Generator Tool Repository ~ About -

Fig. 3.

For details on how to operate the tool, please refer to the schematic and user manual

Category ~ | Linear Algebra Problem~ = Matrix Multiplication

® Shared Memory Distributed Memory Heterogeneous Architecture

Compare Machines

Machines

Compare Approaches Compare Programming Environments

2 selected ~

Approach v Environment+ = OpenMP + gcc Set Data

Recursive Block Matrix Multiplication
Middle Loop parallelization
Transpose based approach

Dragin a rectangular area to zoom.Right click in chart to reset
Use the buttons below to customize the scale and limits of the axes.
Hover o click on points to extract exact data points.

Hover or click on labels to select all data points on the curve.

Customize graph Export Graph
Metric Selector Statistic~ | Mean

A screenshot of how the data filtering process is implemented on the Let’s HPC platform.
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Table 4
Sample questions for the Report Generator.
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Section

Question description

Basic description
approaches used.

Basic questions asking for description of the Serial and Parallel

Complexity, analysis

Questions regarding complexity of the implementations, memory

accesses, computations, theoretical speedup, etc.

Curve based analysis
plots.

Analysis of Execution time, Speedup, Efficiency and Karp-Flatt metric

Further detailed analysis

Detailed analysis on the basis of concepts like cache coherence, false

sharing, granularity, load balancing, etc.

Additional analysis

Analysis of various miscellaneous factors that impact performance;

advantages/disadvantages and difficulties with respect to the

implementation.

ALG: Algorithmic Time, E2E: End-to-end Time, APR1: Recursive Block Matrix Multiplication,
APR2: Middle Loop parallelization, MCN1: i7-6500U CPU @ 2.50GHz,

(=]

Execution time (s)
S

) —e— ALG; APRI@MCN1, 4
threads

—e— ALG; APR1I@MCN1, 0
threads
ALG; APR2@MCN1, 0
threads

—eo— ALG; APR2@MCN1, 4
threads

1E2 2E2 3E2 4E2 5E2

6E2

Problem size

7TE2 8E2 9E2 1E3

Fig. 4. Execution time (ALG: Algorithmic time in seconds) plot generated using the Let’s HPC tool (www.letshpc.org) for comparing the two approaches of matrix

multiplication.

5.1. Scripts for data collection

Once the codes have been written, Python scripts are used to
automatically run the codes multiple times® to minimize anoma-
lies which might arise due to the non-deterministic hardware
dependencies (other processes, OS scheduling, etc.). Performance
related data including execution times as well as hardware related
parameters are gathered during each run and all this data is stored.
These open sourced scripts (as well as sample OpemMP parallel
codes) can be downloaded from the Github repository [29] and
anyone can easily use them to automatically compile the codes,
run them multiple times and collect data during each run.

The automated scripts ensure that data is collected in a format
which can easily be uploaded onto the platform to create the
required plots and to analyze them using the tools provided. The
execution time data that is collected for each run of the code is
used to plot the execution time, speedup, efficiency and the Karp-
Flatt metric. Further, the scripts use the perf utility to collect
various parameters detailed in Section 4.1.1. All of this data is then
plotted as various aggregate statistical measures as discussed in
Section 4.1.

5.2. Performance analysis using platform tools

In this section we show how once the data has been collected
using these scripts and uploaded to the database, our plotting and
analysis tools can be used to compare the performance given by
an HPC system using some standard laws, ground rules and guide-
lines for interpretation of results [2,19,48]. There are numerous
approaches possible for Matrix multiplication; we illustrate the

5 The script allows configuring the number of times the codes are run.

usage of the tools of the Let’s HPC platform by comparing two such
approaches. Later we compare the performance of one of those
approaches on two different machines.

Note: We have chosen the problem, matrix sizes, number of
threads, number of figures to use in the analysis all with the aim of
best illustrating the usefulness of the platform as a pedagogical tool
from a system’s perspective. We choose to use modest problem sizes
and number of threads and instead use more figures to bring focus to
the breadth of data that can be analyzed using the Let’s HPC platform.
The analysis we present is generic enough to be easily extended to
more complex problems, performing deeper analysis as required. At
the same time it is something that instructors can readily explain
to students, enabling them to appreciate the need for proper data
collection, plotting and analysis for understanding performance.

5.3. Comparing approaches

We compare recursive block multiplication approach (Ap-
proach 1) and parallelization of the middle loop using ‘#pragma
omp parallel for’ approach (Approach 2). We plot the curves
for the parallel version for 4 threads and the serial version and then
analyze those curves to understand the performance of the two
approaches. We have considered square matrices (no. of rows=no.
of columns), and the problem size in this case is represented by
the number of rows (or columns). We analyze results (Figs. 4-14)
of runs on an Intel® Core™ i7-6500U at 2.50 GHz.

5.3.1. Analysis based on the execution time graph

Based on Fig. 4, we can clearly see that Approach 2 is better than
Approach 1 in terms of execution time for parallel case (4 threads).
The number of recursive calls in the recursive block method is a
function of the problem size, so as the problem size increases, more
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ALG: Algorithmic Time, E2E: End-to-end Time, APR1: R:

Block Matrix

APR2: Middle Loop parallelization, MCN1: i7-6500U CPU @ 2.50GHz,
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threads
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Fig. 5. Speedup plot generated using the Let’s HPC tool (www.letshpc.org) for comparing the two approaches of matrix multiplication. ALG: Algorithmic time has been used

to calculate the results.

ALG: Algorithmic Time, E2E: End-to-end Time, APR1: Recursive Block Matrix Multiplication, APR2:
Middle Loop parallelization, MCN1: i7-6500U CPU @ 2.50GHz,
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Fig. 6. Speedup plot (Standard Deviation) generated using the Let’s HPC tool (www.letshpc.org) for comparing the two approaches of matrix multiplication. ALG: Algorithmic

time has been used to calculate the results.

ALG: Algorithmic Time, E2E: End-to-end Time, APR1: Recursive Block Matrix Multiplication,
APR2: Middle Loop parallelization, MCN1: i7-6500U CPU @ 2.50GHz,
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Fig. 7. L1d Cache Load Misses plot generated using the Let’s HPC tool (www.letshpc.org) for comparing the two approaches of matrix multiplication.

number of recursive calls are made, and hence the time is much
more than that for middle loop parallelization approach. However,
for serial case (O thread), Approach 2 is better than Approach 1
till problem size 512, but for problem size 1024 Approach 1 is
better. This can be explained by looking at the machine details.
For problem size 512, total storage required for storing A, B and C
matrix is around 3MB which is less than 4MB L3 Cache. Therefore,
even in the case of Approach 2 the whole arrays fit into the Cache
memory and there is no obvious gain from block implementation.
However, for problem size 1024, total storage required for storing

A, B and C matrix is around 12MB which is more than 4MB L3
Cache and the whole arrays does not fit into the Cache memory. In
this case (serial run for problem size 1024 and higher), Approach
1 (block matrix) aimed at utilizing the Cache memory does much
better compared to Approach 2.

5.3.2. Analysis based on the (relative) speedup graph

The first thing we notice is that relative speedup (Fig. 5) only
occurs for problem size n >= 64 (multiplication of two 64x%
64 matrices) for both the approaches. This is because for smaller
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ALG: Algorithmic Time, E2E: End-to-end Time, APR1: Recursive Block Matrix Multiplication, APR2:
Middle Loop parallelization, MCN1: i7-6500U CPU @ 2.50GHz,
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Fig. 8. Page Faults plot generated using the Let’s HPC tool (www.letshpc.org) for comparing the two approaches of matrix multiplication.

ALG: Algorithmic Time, E2E: End-to-end Time, APR1: Recursive Block Matrix Multiplication, APR2:
Middle Loop parallelization, MCN1: i7-6500U CPU @ 2.50GHz,
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Fig. 9. Branch Misses plot generated using the Let’s HPC tool (www.letshpc.org) for comparing the two approaches of matrix multiplication.

ALG: Algorithmic Time, E2E: End-to-end Time, APR1: Recursive Block Matrix Multiplication, APR2:
Middle Loop parallelization, MCN1: i7-6500U CPU @ 2.50GHz,

3,500
3,000
2,500
2,000
1,500

1,000

Mean of Context Switches

500

~e— CONTEXTSWITCHES;
APR1@MCNT1, 4
threads

—e— CONTEXTSWITCHES;
APR1@MCN1, 0
threads
CONTEXTSWITCHES;
APR2@MCN1, 0
threads

~e— CONTEXTSWITCHES;
APR2@MCNT1, 4
threads

1E2

Problem size

1E3

Fig. 10. Context Switches plot generated using the Let’s HPC tool (www.letshpc.org) for comparing the two approaches of matrix multiplication.

problem sizes, the parallelization overhead in terms of initializa-
tion of threads and scheduling is significant in comparison to the
parallelization achieved. The fact that the speedup data might be
unreliable for smaller problem sizes can also be seen by looking at
the Standard Deviation instead of the Mean for this, as in Fig. 6.
For larger problem sizes, the computational part of the code is
significantly higher than the overhead and we get reliable data and
also notice a speedup.

In the recursive block approach, we see that the speedup tends
to saturate at around 1.25. Knowing that the recursive block ap-
proach has been implemented using recursive calls suggests that
the increasing number of recursive calls may be causing this satu-
ration of speedup but this is unlikely to be the major cause since the
speedup is relative to the same serial approach. While conventional
analysis may resort to blaming scheduling overheads or memory
access overheads as potential causes for this, we can use the perf
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Fig. 13. dTLB loads plot generated using the Let’s HPC tool (www.letshpc.org) for comparing the two approaches of matrix multiplication.

data to study this in more detail. Looking at the data we see that
cache misses (Fig. 7) and page faults (Fig. 8) are reduced by the
block matrix method compared to the middle loop approach. This
is expected as the block multiplication method is used with the
aim of improving memory accesses. However, we also see that
branch misses (Fig. 9) and context switches (Fig. 10) are much more
prevalent in the block multiplication method. This illustrates how
having actual data allows us to better understand the causes for
lack of performance without guessing.

In comparison, the steady slope of the speedup curve for the
middle loop parallelization approach show that it is a better ap-
proach in terms of scalability as the problem size increases. This
is to be expected since this approach does not have the overhead
of the high number of recursive calls that the block method has.
Additionally, a predictable pattern of memory access reduces the
number of branch misses which also helps in making approach
2 more scalable. We can say that this approach provides better
results in terms of speedup, but that should not be the final answer
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Fig. 14. dTLB load misses plot generated using the Let’s HPC tool (www.letshpc.org) for comparing the two approaches of matrix multiplication.

and we continue our analysis to further understand the reasons for
the achieved performance.

5.3.3. Analysis based on efficiency

Looking at a cross section (x = c line) of the efficiency plot
(Fig. 11) with multiple threads plotted, we note that the efficiency
decreases as number of threads increases. This suggests that nei-
ther approach is scalable. However, we can still compare between
the two approaches and say that the middle loop approach is more
scalable than the block method as the decrease in efficiency in
the former is not as sharp as that in the latter approach. Further,
looking at the trend of the efficiency of 4 threads in the middle
loop approach, we can see that there is a slight increase visible as
the problem sizes increase. This suggests that the method may be
scalable in terms of the problem size.

A similar analysis for the recursive block based approach shows
that the efficiency for 2 threads is more than that for 4 threads,
which indicates that the problem does not scale as we increase the
number of processors. This is similar to the lack of scalability with
respect to problem size.

5.3.4. Analysis based on Karp-Flatt metric

We use the graphs of the Karp-Flatt metric (Fig. 12) to cor-
roborate the analysis we performed using the other plots. These
plots represent the experimentally determined serial fraction of
the code. For the recursive block approach, we see that the serial
fraction starts to saturate towards the higher problem sizes, while
for the middle loop approach the serial fraction continues to de-
crease. This provides further evidence for our earlier analysis.

5.3.5. Other analysis

Looking at other data, we can find further evidence for the
efficiency of using block method, but of the inefficiency introduced
due to implementing it using recursion. The perf data contains
the data translation lookaside buffer (dTLB) loads and the data
translation lookaside buffer (dTLB) load misses (Figs. 13 and 14).
A Translation lookaside buffer (TLB) is a memory cache that is used
to reduce the time taken to access a user memory location [5]. As
defined a dTLB acts like a memory cache, so in the event of a dTLB
load miss, it takes the system an increased number of cycles to
fetch the data required. Therefore, a large number of dTLB misses
affects the performance adversely. The percentage of load misses
in the block method are only 0.0028% while that for the middle
loop is 4.5%. However looking at the number of loads, we see that
it is much higher for the recursive block approach compared to the
middle loop approach which shows that the recursive implemen-
tation harms the performance significantly.

Overall, using all these plots, one can analyze the two ap-
proaches for solving the matrix multiplication problem and con-
clude that the middle loop parallelization approach is better and
more scalable than the recursive block matrix approach. Both the
approaches suffer from parallelization overheads, but the middle
loop approach is comparatively better from a parallelism point of
view.

5.4. Comparing machines

We present a similar analysis while comparing machines but
here we focus only on the machine specific aspects that our analy-
sis tool helps in isolating. We compare an Intel® Core™ i7-6500U
at 2.50 GHz (Machine 1) with an Intel® Core™ Intel® Core™
i5-4200M at 2.50 GHz (Machine 2), both having been used to run
the recursive block matrix multiplication approach. The analysis
is done using the plots for the parameters (Figs. 15-21), primarily
those that the perf utility calculates.

The reason for looking primarily at perf calculated data be-
comes clear when we look at the execution time (Fig. 15). The only
conclusion we can get out of this plot is that Machine 1 seems to
function better, which is to be expected as it is a newer processor
(by 2 generations) and would have improvements over the older
processor. As speedup, efficiency and the Karp-Flatt metrics are
all derived from the execution time, even those would not be
significantly helpful in further analysis. This prompts us to look at
the perf data.

If we look at the LLC load misses graph (Fig. 16), we see that
the misses incurred by Machine 1 is significantly lower than those
incurred by Machine 2. Looking at the specifications of these ma-
chines, we can see that the L3 cache size for Machine 1 is much
higher at 4096 KB while that for Machine 2 it is only 3072 KB.
This extra 1 MB of cache explains the plot and provides a concrete
reason to confirm the earlier hypothesis that Machine 1 is a better
processor than Machine 2.

The LLC stores graph (Fig. 17) is also quite interesting, which
shows that the stores that Machine 2 does is lower than the stores
that Machine 1 does. This provides further evidence for our earlier
assertion that the extra 1 MB of cache is helping Machine 1 be bet-
ter than Machine 2. More stores implies that 1 MB is actually being
used and hence it is improving performance. One can also look at
this from the implementation perspective. We have three matrices
of floats of size 1024 x 1024 (8MB), and hence require 24MB for
all the data that is used during the whole matrix multiplication.
Since we have 1 MB of extra cache space in Machine 1, it provides
enough space for 4% more data than Machine 2 does. Looking at the
plots for L1d cache stores and loads (Figs. 19 and 18), we can see
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Fig. 15. Execution time (in seconds) plot generated using the Let’s HPC tool when comparing the two machines. ALG: Algorithmic time has been used to calculate the results.
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Fig. 16. Last level cache loads plot generated using the Let’s HPC tool when comparing the two machines.
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Fig. 17. Last level Cache Stores plot generated using the Let’s HPC tool when comparing the two machines.

that both the processors have almost equal numbers. Since the L1d
cache sizes are the same, this supports our earlier reasoning.

Our overall analysis that Machine 1 is better than Machine 2 is
also supported by the plots for CPU Migrations (Fig. 20) and Context
Switches (Fig. 21). Both show that Machine 1 needs many more
CPU migrations and context switches both of which hurt perfor-
mance. Apart from this, even going through the specifications of
the two processors reveals more reasons why Machine 1 would
be better than Machine 2. For example, the Maximum Memory
Bandwidth of Machine 1 is 34.1 GB/s while that of Machine 2 is
25.6 GB/s; and considering that matrix multiplication is a memory

intensive problem, this difference in speed also plays a role in the
overall performance of the system.

Both our case studies illustrate how having data related to
the whole system allows users to analyze performance from a
holistic system perspective. The analysis presented show how it
is important to have data about other interacting components of
the system to analyze any particular component. The analysis we
present for simple case-studies can be readily extended to more
complex problems and systems. The tools provided by the Let’s
HPC platform are all designed to allow such analysis, combining
analyses based on execution time, speedup, etc. with that of system
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Fig. 19. L1d Cache Stores plot generated using the Let’s HPC tool when comparing the two machines.
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Fig. 20. CPU Migrations plot generated using the Let’s HPC tool when comparing the two machines.

specific factors and helps in significantly improving the overall
analyses.

6. Platform evaluation and improvement

At the end of the Autumn semester 2017, a comprehensive
survey was used to gather feedback from the 53 students who used
the platform throughout the CS301 course for their assignments
and projects. The survey asked students to respond on a 5-point
integer scale with 1 representing negative/less and 5 representing
positive/more and we use the results to measure the effectiveness

of the platform. Table 5 contains statistics of the survey (refer to
Table 7 for the raw data); the second column contains the weighted
average of responses (5-point scale) and the third column contains
the percentage of responses that were at least 4, which we call the
percentage of favorable responses.

The majority of the responses were favorable, suggesting that
the platform was indeed useful in helping students learn HPC
better. Some of the questions received overwhelmingly favorable
responses and they are worth noting to understand the strengths
of the platform. In particular, the platform eased the process of
conducting HPC experiments and analysis and the report generator
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Table 5

Questions asked at the end of the course, weighted average of responses (5-point scale),

percentage of favorable responses (>4).

Tools, features and information are clear and easily understandable. 4.0 774
Learning to use the platform is easy. 362 585
24 x 7 access to the platform and its tools helps in learning. 4.1 774
Using the platform significantly eased the task of performing 424 86.8

experiments and analysis.

The platform’s automation of mundane tasks helped you to focus more ~ 3.96  71.7

on learning HPC concepts better.

The questions in the report generator brought focus to HPC concepts 411 792
and aspects of the assignments that may have been missed otherwise.

The platform helps in “thinking-in-parallel” and analyzing 362 585
performance keeping in mind the whole systems perspective
(architecture, algorithm and programming environment).

Overall, the tool enhanced understanding about HPC concepts and the 379 679

importance of having a systems perspective.

The platform was useful for the HPC course project. 372 66.0

You will use the platform for any future HPC related projects 381 64.1

The Let’s HPC platform is relevant to the CS301 course structure and its ~ 4.23  86.8
use was helpful in comprehension of the content.
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Fig. 21. Context Switches plot generated using the Let’s HPC tool when comparing the two machines.
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Fig. 22. Summary of the usefulness of the features of the Let’s HPC framework from the survey. The y-axis is the number of absolute responses, 53 people responded in all.

brought focus to aspects of analysis that may otherwise have been
missed. These along with the favorable responses to questions
regarding gaining a system'’s perspective show that the platform
definitely helps students to get a more holistic understanding
of HPC/PDC concepts. Further, students found that the platform
was relevant to the CS301 course structure and it was helpful in
the comprehension of the content of the course. That observation
combined with the course evaluations of the course (Section 2.4)
and success of students who have taken the course (Section 2.5)
provide ample evidence of the success of the platform in providing
students a holistic system'’s perspective of HPC/PDC concepts.

To get a better understanding of which part of an HPC exper-
iment was most facilitated by using the Let’s HPC platform, we
asked students to rate the platform tools in terms of the usefulness
of the tools available on the platform for each “subtask” involved
in an HPC experiment (on a range from “Useless” to “Very Useful”).
Fig. 22 shows a bar chart of responses to this question, and it
clearly shows that the tools provided by the Let’s HPC platform are
useful for all aspects of an HPC experiment. The platform was espe-
cially useful for data collecting, plotting of metrics, and analysis of
performance; thus streamlining the process of conducting an HPC
experiment for students.
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CS301 course).

To get direct feedback from the students regarding aspects
of the platform that could be improved, we looked at some of
the written, long-form feedback provided in the “additional com-
ments” question of the survey. A very frequent feedback provided
by the students was that the report generator lacked customizabil-
ity and this hindered the flow in writing up their analysis in re-
ports. This explains why students believe that the report generator
helped them realize aspects that they may have missed otherwise
(Table 5) while at the same time finding the report generator only
moderately useful (Fig. 22). Realizing the difficulties faced by the
students, we are working on customizing the report generator.
Another aspect mentioned multiple times in the written feedback
was an initial difficulty in learning how to use the platform, and
getting used to the various tools. To address this, we are creating
a tutorial page for using the Let’s HPC platform wherein we would
be using inputs from the students in making the platform more
intuitive. Thus the platform evaluation surveys provide a direct
feedback mechanism for students which helps us improve the
platform, making it more user-friendly and intuitive.

The Let’s HPC platform also uses Google Analytics on the website
in order to estimate the usage patterns on the platform. Fig. 23
summarizes the results of the platform for the duration of August
2017-December 2017, which roughly corresponds to the duration
of the Autumn 2017 CS301 course offering. We make a couple of
observations based on the Google Analytics data.

e Roughly 77% of the users are returning users, which indi-
cates that the students found the Let’s HPC platform to be
helpful throughout their lab assignments and projects.

e The Average Session Duration reported is only 7 min and
20 s. This suggests that the Let’s HPC platform allows users to
quickly plot, summarize, and analyze data about their HPC
experiments.

These survey results and the Google Analytics data have en-
abled us to understand how students use this platform, where
the strengths of the platform lie and what avenues are available
for improvement. We use these inputs to make better plans for
future work (elaborated in Section 8), aiming to build on existing
strengths and to enhance tools that can be improved.

7. Summary of platform features

The Let’s HPC platform has been designed with the aim of
easing the process of analysis of HPC/PDC programs from a holistic
systems perspective. All the tools that the platform provides are
targeted towards making the process as smooth as possible. The
tools of the platform can be used starting at the stage where
codes have been written. The automated scripts for compiling and
running codes, and for data collection ensure that tasks not directly
helpful for analysis are automated. The scripts also run the codes
multiple times to account for any anomalies that may arise due

to non-deterministic hardware factors. The Let’s HPC platform’s
online analysis tools provide a comprehensive set of parameters
on the basis of which to perform analysis. The plotting tools can be
used to plot over 20 parameters which includes perf parameters
along with the conventional metrics like execution time, relative
speedup, efficiency, and the Karp-Flatt Metric. The customizability
of the plotting tool ensures that users can plot the mean, median,
mode or the standard deviation of the parameters (across multiple
runs) and configuring the plots themselves by choosing ranges for
the X/Y axes as well as changing the scales between logarithmic
and linear. As demonstrated in Section 5 these parameters and
plotting tools when combined together are very handy and facil-
itate the user to pinpoint the reasons for the superior/inferior per-
formance of an approach, machine or programming environment
in comparison to other approach(es), machine(s), or programming
environment(s).

The platform also has a Report Generator tool which allows
the students to analyze their approaches and write reports in a
highly structured manner using the plots generated by the plat-
form'’s tools based on the data submitted after running the scripts
provided by the Let’s HPC platform. Apart from empowering the
students to focus on the analysis and not the presentation, this also
allows the Instructors/TAs in the grading process. The instructors
can also use the repository of data (codes, data logs and plots)
that is made publicly available, to teach students more practical
concepts that cannot be done using merely textbooks. This further
enhances the platform as a lot of novel approaches are made
available to the users of the Let’s HPC platform, who may not have
access to this data otherwise.

Overall our platform provides numerous tools that simplify the
workflow of all users of the HPC community. The modular design
allows our platform to expand in the future to incorporate more
advanced features.

8. Concluding remarks, ongoing work, and future scope

Our framework is designed in a highly modular manner, pro-
viding numerous features that are useful to various stakeholders
in the HPC community. The archival database is apt for acting as a
benchmark for the HPC community particularly from a pedagogical
perspective. At the same time, it is a tool that acts as a record
of the HPC capabilities of various machines across years and can
become a resource later for studying the gradual evolution of
multi-core architecture and performance of parallel algorithms on
such architecture. The plotting and analysis tools built on top of
it, including the comparison tool and the tool allowing analysis of
custom data both fill a gap in current approaches to HPC educa-
tion. Our platform supplements theoretical and algorithm oriented
education by showcasing the importance of keeping a holistic,
system’s perspective to the study and analysis of performance of
HPC systems. The automated scripts and the report generator tool
makes HPC education easier for both instructors and students by
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bringing the focus to concepts that matter and allowing automa-
tion of trivial, mundane tasks.

The modular design of our platform allows for numerous, easy
ways to improve the framework and to add features in the future.
We are in the process of developing discussion forums allow-
ing comments for each approach-machine-environment config-
uration in the database. Currently, the involvement of the HPC
community on this platform is a passive involvement with most
users only studying the data provided. The introduction of dis-
cussion forums will allow users to participate more interactively
with other users. Extending this with HPC courses in mind, we
will also introduce more refined forum abilities for HPC courses,
with peer learning oriented features for students, and teaching
and evaluation related features for instructors. This would not
only bring in very fine access permissions which can enable all
course assignments and projects to be done and evaluated via
the platform itself but also facilitate active collaboration. Further
features along with discussion forums can make the whole process
of collaboration more streamlined.

While the inclusion of perf data allows a holistic system per-
spective analysis, we plan to include more advanced tools and
models in the existing framework in the future which will offer
additional insights to educators and students on how to improve
performance (e.g. [43]). Along with catering to more advanced
users, we also hope to incorporate features that aid beginning self-
learners to understand HPC/PDC concepts. Apart from additional
tools and features we also plan to extend and customize existing
ones, making them more intuitive and user-friendly in the process.
We will be adding more problems and categories to the set of
benchmark data including those that use accelerators. We would
also be allowing customized report generation that users can tune
based on the particular problem at hand. These changes address
various feedback that were received from students during the
platform evaluation surveys.

As along term goal, we envision the Let’s HPC project to become
a platform satisfying all requirements for HPC education, providing
tools that combine to give an end-to-end solution starting with
the scripts to automate data collection and statistical tools allow-
ing analysis of variability of performance data to the final report
generation (for students) and report evaluation (for instructors).
Eventually, with active collaboration from the HPC community, the
platform will include tools for online comparison of experiments
run on various heterogeneous architectures and accelerators. As a
more generic service, we want to eventually allow users to upload
just their codes and then automate the whole end-to-end process
using servers to run codes and allow users to directly move to
analyzing performance results. This would truly allow HPC to be
adopted by those without high end HPC resources.
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